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doc, Max Speicher, and I classified the 
XR tools landscape in terms of the 
fidelity that can be achieved and the 
required skill [1]. Tools like Unity and 
Unreal in the highest classes support 
more complex XR prototypes (higher 
fidelity), but also require scripting 
(more technical skill). Additional chal-
lenges we identified include maintain-
ing an overview of the design space 
covered by different tools given each 

Many user experience and interaction designers today are excited about creating 
augmented, virtual, and mixed reality (XR) applications, but there are still many 
barriers to entry. Since starting my research group at the University of Michigan 
in 2016, I have enjoyed building XR toolkits and authoring tools to enable more 

designers to create XR experiences and help shape the XR tools landscape from an HCI 
perspective. Despite much of the HCI research, creating XR experiences is still hard for 
many reasons. For example, getting started with XR is still hard, often a patchwork of tools 

is required to design and implement 
XR experiences, there is generally a 
lack of guidelines and metrics that 
constitute a “good” design, and it is 
difficult to find the right examples and 
tools for novice or less technically in-
clined XR creators [1]. Tools like Unity 
and Unreal now provide native support 
for XR development, but they can be 
overwhelming and the learning curve 
quite high.

SO, WHAT XR TOOLS DO WE NEED?
Much of the HCI research on XR au-
thoring tools is focused on enabling 
high-fidelity prototyping without re-
quiring much technical expertise. Two 
important criteria in this regard are 
Myers et al.’s “threshold” and “ceiling” 
[2]. How easy is it for a new creator to 
pick up a tool (threshold)? How much 
can they do with it and what are the 
limitations (ceiling)? In 2018, my post-

This article reviews the significant growth in XR tools research over 
the past few years. It first identifies key dimensions to consider when 
assessing XR tools, then presents trends in XR research along these 
dimensions. The author concludes with three wishes for future 
research to foster the design of new XR authoring tools.
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nificant responsibility that novice de-
signers may not always realize. An easy 
mistake to make is to reduce the XR 
experience to interacting with 3D con-
tent in virtual reality (VR) or augment-
ed reality (AR). When I think of XR au-
thoring, I think of two key concepts, 
context and story, and how they differ 
between VR and AR (see Figure 1). In 
terms of context, a VR designer needs 
to author not just the virtual content. 
Rather, they need to design the VR en-
vironment to fit the constraints (and 
affordances) of the user’s physical con-
text. Similarly, an AR designer needs 
to author not just the virtual elements, 
but the user experience as a whole that 
results from blending the virtual and 
physical worlds. In terms of story, the 
VR designer needs to tell the story at 

tool’s varying limitations, as well as 
transitioning between tools, which is 
often necessary for design iteration 
but hard when tools are in different 
classes. Many new tools have appeared 
since then, particularly for immersive 
authoring. While the gaps between the 
classes may have become smaller, the 
classes overall have not changed much.

Lim and Stolterman argue focusing 
on fidelity overemphasizes evaluation 
rather than support of design explora-
tion [3]. Prototypes play a role as filters, 
to traverse a design space, and as man-
ifestations, to represent design ideas. 
Prototyping is about a designer finding 
the manifestation that filters the quali-
ties they are interested in, allowing the 
designer to reflect on the knowledge 
they have gained through the proto-

typing process. Rettig’s “prototyping 
for tiny fingers” [4] emphasizes the role 
of paper prototyping as a way to rapidly 
bring design ideas to life. This form of 
prototyping does not require program-
ming. Rather, with the help of a human 
“computer,” design ideas can be pro-
duced for users and tried out even in 
the low-fidelity stage. In the XR space, 
this can be very difficult because XR 
technology is often “bleeding edge.” 
Too often XR tools stand in the way of 
designing something quick-and-dirty 
or impose a particular process on the 
designer. This is why I am intrigued 
by XR tools that aim to complement, 
rather than replace, designers’ existing 
workflows, which has been the focus of 
much of my own research.

Creating XR experiences is a sig-
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Figure 1. Two key elements to creating XR experiences are context and story. Most existing XR tools focus on only the story 
part and fail to address the context requirement.
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Figure 2. Categorization of XR tools across context, story, interactivity, collaboration, cross-device, and cross-reality. 
Evaluation is included as an additional category. XR tools between categories indicate hybridization; lines between XR tools 
indicate citations.
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Figure 3. Paper prototyping is simple yet powerful for testing user experiences early. 360proto is an example of a tool that 
adapts this familiar technique for XR based on 360 paper templates.
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resentations using 3D planes to show 
the extracted content captured from 
different camera perspectives. 360pro-
to built on Rettig’s prototype testing 
workflow to bring paper prototypes to 
life in VR and AR. This required a fa-
cilitator to capture the physical mate-
rials in equirectangular format while a 
“computer” places and moves the con-
tent along a 360 grid, to animate the 
digital captures spatially around the 
user (see Figure 3). These simple tech-
niques worked without depth cameras 
and 3D reconstruction algorithms and 
were “good enough” for rapid proto-
typing. SpatialProto is the latest tool I 
know which extends this line of work 
to include full 3D reconstruction.

Another key aspect to these tools is 
that they enable testing early and often. 
In DART, designers could capture and 
replay synchronized video and sensor 
data, making it possible to experience 
and test their prototypes off-site. Our 
work on the Mixed Reality Analytics 
Toolkit (MRAT) adapted common us-
ability testing methods for XR, provid-
ing support for capturing, replaying, 
and analyzing XR experiences using 
a set of familiar metrics such as task 
completion time and error rate that 
we tried to automate. We also created 
in-situ visualizations of the collected 
data so that designers can analyze user 
studies in the same context using AR. 
Some of the latest tools adapt MRAT’s 
principles to increase support for spa-
tio-temporal interaction data analysis 
and immersive analytics. In Figure 2, 
I list evaluation as a separate vector 
since there appears to be significant 
movement in that research direction.

In practice, Unity and Unreal are not 
good examples of this trend although 
they come with powerful visual editors 
that, to a limited extent, resemble the 
look of tools like Photoshop, Illustra-
tor, and After Effects. However, inter-
action designers who often do not have 
a game design background leverage 
relatively little that seems familiar. I 
would not consider immersive author-
ing tools like Tilt Brush, Quill, or Grav-
ity Sketch. While they enable sketch-
ing and storyboarding in VR, it is a 
big leap from sketching on paper and 
in 2D. They also try to port all the wid-
gets for content layout and animation 
known from desktop publishing tools. 

the intersection of the real and virtual 
worlds, not just the virtual. In contrast, 
the AR designer needs to tell the story 
as the union of the real and the virtual. 
Context drives the story in both cases 
but in different ways. Unfortunately, 
much of the XR tools today focus on 
only the story part and fail to address 
the context requirement. This leads 
to basic issues such as spawning VR 
content where the user is likely to col-
lide with physical objects, or making 
AR characters walk through physical 
objects, constantly disrupting the user 
experience and limiting presence and 
immersion in XR. Therefore XR tools 
need to strike a balance supporting 
both concepts and their nuances with 
respect to VR and AR authoring.

Finally, the HCI literature often em-
phasizes novelty in XR tools research, 
identifying particular features of a 
tool that go beyond what was previ-
ously possible. There has been a long 
discourse in the HCI community on 
how to evaluate tools research with 
guiding frameworks by several promi-
nent authors. As UIST 2021 program 
co-chairs, Ranjitha Kumar and I devel-
oped a section in the author guide that 
argues for holistic evaluation of HCI 
tools research [5]. So, while reviewers 
tend to assess novelty and significance 
of the contribution (the delta), I see 
tools research more as a function of 
how it shapes the space. I call this the 
“forward vector.” It is about the direc-
tion in which a tool is pointing, not the 
length. I find it is less important that 
the direction is new. The direction has 
to be interesting. A key reason I find XR 
tools research exciting is that I still see 
so many interesting directions to ex-
plore. In the remainder, I will highlight 
a few of them.

TRENDS IN XR TOOLS RESEARCH
For my analysis, I have focused on XR 
tools that were presented in the HCI 
literature (mostly CHI/UIST) in the 
last decade. I have identified the “for-
ward vector” (or main direction) of 
each tool and grouped tools that point 
in the same direction. Figure 2 shows 
seven vectors with examples from the 
literature [6]. Apart from those focused 
on context and story, new directions 
include supporting more interactiv-
ity, enabling collaboration, support-

ing cross-device interaction, and 
transitioning AR/VR modalities (cross-
reality). Looking at the vectors more 
closely, I see five key research themes 
(or trends) that have started to emerge. 
For each trend, I also consider the de-
velopments in industry and opportuni-
ties for research to shape practice.

1. Telling the story leveraging non-
XR methods and tools already familiar 
to designers. A lot of research over the 
last two decades is commonly motivat-
ed by the need to enable more people 
to participate in XR design. A com-
mon audience is those who are already 
trained in 2D design and want to trans-
late their skills to 3D and XR content 
creation. Early examples include the 
Designer’s Augmented Reality Toolkit 
(DART), which was designed to enable 
a rapid transition from storyboards to 
a working prototype in AR that can be 
experienced quickly. DART was imple-
mented on top of Macromedia Direc-
tor, a popular tool among designers at 
the time, to enable visual authoring of 
story-based AR experiences through 
3D animatic actors as informal, 
sketch-based representations of the 
final AR content. My work on ProtoAR 
and 360proto emphasized paper’s key 
role in user experience and interaction 
design. I created tool support around 
new sketching and prototyping tech-
niques using paper cut-outs and Play-
Doh models for quickly creating 3D 
characters and 360-degree paper tem-
plates for environmental design and 
character animation in 3D space. Pro-
toAR implemented a pipeline to cap-
ture 2D content with mobile phone 
cameras and transform it into 3D rep-

Most AR/VR 
devices are still 
expensive and not 
in widespread use, 
which is one of 
the main issues 
hindering adoption 
in many educational 
settings. 
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also explored how Wizard of Oz tech-
niques can be extended to AR, by en-
abling remote control of AR content 
to improvise support for interactions 
that are not yet implemented in code. 
With GestureWiz, we demonstrated 
that human wizards can recognize 
gestures with an accuracy and speed 
sufficient for prototyping, allowing 
relatively complex interaction propos-
als obtained in user-driven elicitation 
studies to be enacted and experienced 
with the help of human wizards. In 
XRDirector, we created a system that 
allows designers to embody any 3D 
characters in XR scenes, including 
lights, sounds, and the camera itself, 
and manipulate their appearance 
(both geometry and material), includ-
ing parameters such as object size, 
texture, and mesh, light intensity, 
sound volume, etc. in response to user 
input, creating fully interactive XR ex-
periences for test users that are simu-
lated by designers acting in different 
roles. XRDirector also supported post-
processing to adjust spatio-temporal 
parameters and export of animation 
timelines generated from the demon-
strated behaviors. Tools like Pronto 
and Rapido extended these principles 
to video and immersive prototyping, 
supporting programming-by-demon-
stration and generating executable 
state machines.

In practice, the Wizard of Oz ap-
proach is an accepted technique in the 
early stages of design, but even the lat-
est immersive authoring tools like Re-
ality Composer, Aero, or ShapesXR do 
not provide support for remote control 
and programming by demonstration. 
However, many of these tools support 
exporting the assets and basic interac-
tive behaviors to Unity with scripts. As 
Unity and Unreal have healthy devel-
oper communities, one is likely to find 
scripted behaviors as part of a pack-
aged solution in their online stores.

4. Enabling novel forms of collabo-
ration to accelerate XR content cre-
ation. The vast majority of XR tools 
were designed with a single user in 
mind, though tools like Unity and 
Unreal have add-on support for proj-
ect sharing and collaboration. A more 
recent trend in research has been en-
abling different forms of collaboration 
and studying how they could benefit 

However, these tasks are often more ef-
ficient on a desktop than trying to do 
everything in VR. Rather, the best ex-
ample I can think of is A-Frame, a web 
framework that leverages familiarity 
with HTML/CSS and JavaScript, and 
extends it with the Entity-Component-
System (ECS) framework to specify 3D 
scene graphs and XR behavior in a de-
clarative way, which is familiar to web 
designers and relatively easy to pick up. 
It also allows testing on desktop and 
XR devices, and since it is based on the 
web, also makes it easy to share XR ex-
periences with others. Another exam-
ple is Figma, a popular interaction de-
sign tool that has been extended with 
templates for prototyping HoloLens 
experiences based on MRTK.

2. Dealing with context by provid-
ing abstractions and new software 
interfaces. In the early 2000s, context 
awareness and finding ways to repre-
sent context in toolkits was a popular 
research topic with the Context Toolkit 
being a prime example. As explained 
earlier, for AR, it is important to design 
the spatial user experience, which is 
highly context dependent. Earlier ef-
forts in making AR programming eas-
ier led to ARToolKit, a marker-based 
toolkit where fiducials can be used to 
specify the context and derive spatial 
relationships between the user and en-
vironment. For marker-less AR, the Ki-
nect sensor and Kinect Fusion toolkit 
provided a foundation for real-time 3D 
reconstruction and interaction using 
a moving depth camera. One of my fa-
vorite examples along this direction is 
RoomAlive, a Kinect-based toolkit for 
creating spatial (or projective) AR ex-
periences that enables AR experiences 
without holding or wearing an AR de-
vice. In RoomAlive, projector-depth 
camera units are individually auto-
calibrating and self-localizing, which 
automates the projection mapping 
of the AR content to the user environ-
ment requiring only little user inter-
vention. DepthLab extends these prin-
ciples to mobile AR, making real-time 
3D interaction with depth maps acces-
sible to AR content creators. It enables 
depth-based UX paradigms through 
data structures and techniques that 
provide abstractions to simplify geom-
etry-aware rendering of occlusions and 
shadows, spatially map the environ-

ment to enable surface interactions via 
collision detection and path planning, 
and visual effects to enhance AR expe-
riences.

Unity and Unreal have come a long 
way and are the go-to tools for creat-
ing XR applications in practice. One of 
the key issues in industry has been the 
sheer variety of devices that are part 
of the XR landscape. All XR devices 
come with SDKs for at least one of the 
two. Unity has specifically adopted XR 
technologies into its core, initially by 
bundling with AR tools like Vuforia 
that simplify marker tracking tasks, 
then creating abstractions like AR 
Foundation to enable marker-less AR 
for ARKit/ARCore on iOS and Android. 
Recently, Unity has adopted standards 
like OpenXR into its key technology 
stack, now supporting a rich set of AR 
and VR devices and platforms via built-
in XR plugin management, a unified 
input system, and developer tools such 
as XR Interaction Toolkit (XRI), which 
in turn form the basis of more sophis-
ticated toolkits like MRTK with its uni-
versal widget library and interaction 
handlers.

3. Increasing interactivity with-
out the need for programming. An-
other trend in many tools, including 
some I already mentioned, is to pro-
vide scripted behaviors or find ways 
to simulate interactions without the 
need for programming. DART struc-
tured behaviors into those relevant 
for characters in the scene (or actors), 
events and cues such as showing a 
marker, pressing a button, or mov-
ing the camera (hence the device) 
to a position. The DART researchers 

The XR authoring 
tools discussed here 
are geared toward 
novice XR content 
creators. This makes 
privacy/security 
considerations 
particularly 
important. 
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context-aware adaptation of mixed-
reality applications enables develop-
ers to specify rules and conditions for 
automatically adapting virtual content 
to the user’s environment. When com-
bined with procedural generation of 
VR content according to the physical 
context demonstrated in DreamWalk-
er, future XR applications may allow a 
degree of flexibility and end-user cus-
tomization that will balance system 
and user control so that the XR appli-
cations themselves become authoring 
tools. While this sounds exciting, this 
is likely to create many interesting new 
issues worth studying.

THE THINGS I’D LIKE TO SEE…
Overall, we can see alignment be-
tween the things explored in research 
and how industry practice is shaping. 
There are, of course, many new ideas 
explored exclusively in research. The 
papers included in this review do a fair-
ly good job of building on each other, 
although it is sometimes tricky to tell 
who pushed the envelope further and 
by how much. I also have not offered 
my reflection on the state of the art yet. 
The 10 years of DART study analyzed 
the usage of an AR tool that originated 
in research and how different types 
of designers appropriated it for their 
projects and tasks. As I am thinking 
about the XR tools landscape I have 
just laid out, the key findings from the 
DART study, and my own research on 
needs of novice XR creators [1], I be-
lieve we still face many of the same is-
sues. The DART researchers identified 
debugging AR applications as a key 
challenge. More research was needed 
into debugging constructs for design-
ers whose expertise and developmen-
tal approach might differ from some-
one trained in software engineering. 
They also noted that while they were 
pleased with the variety of projects en-
abled by DART, many features they had 
conceived to support designers were 
underused. They concluded that, in 
addition to better documenting those 
features, it was important to lay out 
workflows for using them.

If I could make three wishes for fu-
ture XR tools research, this is what I 
would like to see happen:

Exploring different programming 
and debugging paradigms to better 

XR content creation. At the highest lev-
el, we can distinguish between support 
for synchronous and asynchronous 
collaboration (same time or different 
time), and symmetric and asymmetric 
collaboration (same or different mo-
dalities). Tools representative of this 
trend include SpaceTime, a VR scene 
editing tool introducing novel interac-
tion concepts to group, transform, and 
clone 3D characters and other objects 
in the scene—including user avatar 
objects—to support simultaneous ed-
iting of the same objects and coordina-
tion of different users while maintain-
ing individual users’ agency. Blocks 
supported both synchronous and 
asynchronous collaboration between 
multiple remote co-located or remote 
AR users. With Remixed Reality, Lindl-
bauer and Wilson implemented princi-
ples of spatio-temporal manipulations 
of 3D reconstructed live or video feeds 
captured with multiple external depth 
cameras. Loki built on this work to en-
able asymmetric remote collaboration 
through mixed-reality telepresence 
scenarios where a local user working 
in AR can be instructed by a remote 
user in AR or VR, with the local user’s 
environment being reconstructed for 
the remote user. TransceiVR extends 
this work to asymmetrical interac-
tions with one user in VR and another 
on a tablet, allowing the remote user 
to annotate the VR scene at the cor-
rect depth by reconstructing depth 
from the VR stereo-view video feed. In 
360Anywhere, we explored mobile ad-
hoc collaboration with users in a meet-
ing room sending a live 360 video feed 
and using a projector for mixed reality 
telepresence. In XRDirector, we adopt-
ed roles from filmmaking to structure 
the asymmetric collaboration process 
between designers working in 3D, VR, 
and/or AR. In XRStudio, we developed 
a VR scene annotation tool for instruc-
tors using mixed-reality capture and 
live streaming of lectures conducted in 
VR that students can attend remotely 
on a computer. Finally, with XSpace, 
we present a framework and tool sup-
port for configuring virtual collabora-
tion spaces that can be based on real 
physical environments but mixed and 
matched from virtual cut-outs to fit the 
collaborator’s needs.

5. Using multiple devices and tran-

sitioning AR/VR modalities through 
cross-reality support. A final trend 
in research that is also beginning to 
emerge in industry with Unity’s Mixed 
and Augmented Reality Studio (MARS) 
being a precursor is increased support 
for context awareness and adaptiv-
ity, allowing XR applications to better 
adapt to the user’s environment and 
task. In the latest tools presented in 
research, this goes beyond the cross-
platform support in Unity and MRTK, 
where the same application code can 
be deployed to a VR or AR headset, to-
ward adaptable systems that can seam-
lessly transition the reality-virtuality 
continuum. Our earlier work on XD-
AR is relevant here because we asked 
what responsive design could mean 
for XR and developed a conceptual 
framework and first toolkit to support 
multi-user applications that can run 
on different AR displays (hand-held, 
head-worn, and projective). Our prin-
ciples were implemented in several XR 
authoring and evaluation tools, includ-
ing VRSketchIn, MARVIS, and our own 
MRAT, to provide pen-and-touch tablet 
interfaces for 3D sketching and visual 
data analysis tasks in VR/AR. Collec-
tively, these systems cover a large por-
tion of the mixed-reality continuum, 
but none of them allow directly transi-
tioning it according to the user’s task, 
preferences, or needs. VRception is a 
recent prototyping tool for authoring 
“cross-reality” experiences, allowing 
a designer to experience their pro-
totype in VR or AR via pass-through 
video feeds of the physical world. What 
is lacking is a way of specifying how 
and when these modality transitions 
should happen. Recent research on 

A more recent 
trend in research 
has been enabling 
different forms of 
collaboration and 
studying how they 
could benefit XR 
content creation. 
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ing up a tool like Unity and making 
their way through a first tutorial and 
examples they find online. Tools like 
SteamVR or MRTK come with scenes 
that are packed with interaction ex-
amples that serve little more than 
the purpose of demonstrating the 
features of the toolkit but, to a much 
lesser degree, how interactions are 
best implemented. First, I would like 
to see more research into what consti-
tutes good examples in XR authoring 
that others can learn from, and this is 
something we have been exploring in 
a few recent master theses in my lab. 
Furthermore, most of the XR tools 
I discussed here are borne out of an 
idea (which is great) to provide some 
kind of abstraction to simplify cer-
tain XR creation tasks. However, this 
means that the understanding of XR 
technology that is shaping as a result 
of a designer’s using a particular tool 
is directly limited by these abstrac-
tions. I find it particularly interesting 
to explore ways of teaching more ad-
vanced tools like Unity by finding ways 
to transition to Unity from new XR au-
thoring tools, and teaching “good” de-
sign directly through the tools.
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cater to XR. While originally unfamil-
iar, I have gotten used to Unity’s com-
ponent-based programming model. I 
also see a lot of value in A-Frame’s ECS 
paradigms. But I also question them. It 
is so hard to walk my students through 
how certain XR interactions are im-
plemented in these systems. I have to 
go over the scene graph, find specific 
components, and explain what hap-
pens at what point in the rendering 
loop. There is relatively little research 
in HCI that challenges this. I appreci-
ated Mercury from Steven Feiner’s lab, 
which explored a message-based ap-
proach to increase modularization of 
user interfaces implemented in Unity, 
and Zhang and Oney’s FlowMatic, 
which combines dataflow and func-
tional reactive programming in an im-
mersive authoring tool. Personally, I 
have been intrigued by the popularity 
of the Processing framework among 
designers, which was designed for 
teaching non-programmers key prin-
ciples of programming in a visual con-
text. I am currently developing a p5.js-
inspired version of A-Frame. My plan 
is to gather experience using this ver-
sion in some of the XR courses I teach 
to improve the tool support and then 
work with others teaching XR to try to 
address their course-specific needs. 
Finally, I have also been working on 
immersive debugging approaches that 
visualize interaction flow and reimag-
ine familiar debugging constructs like 
breakpoints in XR development.

Incorporating equity, accessibility, 
and privacy/security considerations 
into XR tools. In addition to improv-
ing the underpinnings of XR author-
ing tools, also broadening access to 
XR has been one of my major con-
cerns. Most AR/VR devices are still 
expensive and not in widespread use, 
which is one of the main issues hin-
dering adoption in many educational 
settings. In our recent work on Paper 
Trail, we explored how instructors 
might want to enhance paper-based 
instructional materials with AR con-
tent to enrich existing teaching meth-
ods. I would also like to see more XR 
tools like TransceiVR and XRStudio 
because they enable asymmetrical in-
teraction which can help address part 
of the issue. I believe research like 
DreamStream to increase audience in-

teractions during VR streaming is an 
important direction. I would also like 
to see more research into accessibility. 
SeeingVR implements 14 visual and 
audio augmentations designed to en-
hance a VR application for people with 
low vision. What is missing is research 
into making the XR authoring tools 
themselves accessible. For our AR-
based iGYM project, we are currently 
exploring how to best extend the plat-
form to allow game developers to di-
rectly work with motor impaired chil-
dren to author new adaptive games for 
our floor projection system. Finally, 
many of the XR authoring tools dis-
cussed here are geared toward novice 
XR content creators. This makes pri-
vacy/security considerations particu-
larly important. Much of the XR tools 
research at CHI and UIST tries to push 
the boundaries, but often fails to con-
sider privacy/security issues in doing 
so. Since I have also been guilty of this, 
my PhD student, Shwetha Rajaram, 
and I have been working together with 
experts in AR/VR and privacy/security 
to design new methods and tools that 
promote safer XR design.

Learning key XR concepts and 
“good” design through the tools. I 
started this article by introducing my 
understanding of context and story as 
key elements to “good” XR design. I 
have been teaching XR for the past five 
years and have always tried to balance 
theory and practice, typically teach-
ing concepts first independent of par-
ticular implementations in tools. I 
still believe that is fundamentally the 
right teaching philosophy. However, 
the truth is that many XR creators are 
self-taught and usually start by pick-

Designers today 
are excited about 
creating augmented, 
virtual, and 
mixed reality (XR) 
applications, but 
there are still many 
barriers to entry.




